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Audience

Preface

Oracle Autonomous Health Framework User’s Guide explains how to use the Oracle
Autonomous Health Framework diagnostic components.

The diagnostic components include Oracle ORAchk, Oracle EXAchk, Cluster Health
Monitor, Oracle Trace File Analyzer Collector, Oracle Cluster Health Advisor,
Memory Guard, and Hang Manager.

Oracle Autonomous Health Framework User’s Guide also explains how to install and
configure Oracle Trace File Analyzer Collector.

This Preface contains these topics:
Audience (page xiii)
Documentation Accessibility (page xiii)
Related Documentation (page xiii)

Conventions (page xiv)

Database administrators can use this guide to understand how to use the Oracle
Autonomous Health Framework diagnostic components. This guide assumes that you
are familiar with Oracle Database concepts.

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle
Accessibility Program website at http:/ /www.oracle.com/pls/topic/lookup?
ctx=acc&id=docacc.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support
through My Oracle Support. For information, visit http://www.oracle.com/pls/
topic/lookup?ctx=acc&id=info or visit http:/ /www.oracle.com/pls/topic/lookup?
ctx=acc&id=trs if you are hearing impaired.

Related Documentation

For more information, see the following Oracle resources:
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Related Topics:

Oracle Automatic Storage Management Administrator’s Guide
Oracle Database 2 Day DBA

Oracle Database Concepts

Oracle Database Examples Installation Guide

Oracle Database Licensing Information

Oracle Database New Features Guide

Oracle Database Readme

Oracle Database Upgrade Guide

Oracle Grid Infrastructure Installation and Upgrade Guide

Oracle Real Application Clusters Installation Guide

Conventions

The following text conventions are used in this document:

Convention Meaning

boldface Boldface type indicates graphical user interface elements associated
with an action, or terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for
which you supply particular values.

nonospace Monospace type indicates commands within a paragraph, URLs, code
in examples, text that appears on the screen, or text that you enter.
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Changes in This Release for Oracle
Autonomous Health Framework User’s
Guide Release 12c

This preface lists changes in Oracle Autonomous Health Framework for Oracle
Database 12c¢ release 2 (12.2) and release 1 (12.1).

New Features for Oracle Database 12¢ Release 2 (12.2) (page xv)

New Features for Oracle ORAchk and Oracle EXAchk 12.1.0.2.7 (page xvi)
New Features for Cluster Health Monitor 12.2.0.1.1 (page xviii)

New Features for Oracle Trace File Analyzer 12.2.0.1.1 (page xviii)

New Features for Hang Manager (page xix)

New Features for Memory Guard (page xx)

New Features for Oracle Database Quality of Service Management 12c Release 2
(12.2.0.1) (page xx)

New Features for Oracle Database 12¢ Release 2 (12.2)
These are new features for Oracle Database 12¢ release 2 (12.2).
Oracle Cluster Health Advisor (page xv)
Enhancements to Grid Infrastructure Management Repository (GIMR)
(page xv)
Oracle Cluster Health Advisor

Oracle Cluster Health Advisor is introduced for Oracle Database 12¢ release 2 (12.2).
Oracle Cluster Health Advisor collects data from Oracle Real Application Clusters
(Oracle RAC) and Oracle RAC One Node databases, and from operating system and
hardware resources. Oracle Cluster Health Advisor then advises how to fix database
or performance issues.

Enhancements to Grid Infrastructure Management Repository (GIMR)

Oracle Grid Infrastructure deployment now supports a global off-cluster Grid
Infrastructure Management Repository (GIMR).
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Related Topics:

Oracle Grid Infrastructure Installation and Upgrade Guide for Linux

New Features for Oracle ORAchk and Oracle EXAchk 12.1.0.2.7

These are new features for Oracle ORAchk and Oracle EXAchk 12.1.0.2.7.

Simplified Enterprise-Wide Data Configuration and Maintenance (page xvi)
Tracking Changes to File Attributes (page xvii)

Find Health Checks that Require Privileged Users to Run (page xvii)
Support for Broader Range of Oracle Products (page xvii)

Easier to Run Oracle EXAchk on Oracle Exadata Storage Servers (page xviii)
New Health Checks for Oracle ORAchk and Oracle EXAchk (page xviii)

Simplified Enterprise-Wide Data Configuration and Maintenance

XVi

This release contains several changes that simplify system and user configuration and
maintenance, and upload health check collection results.

Bulk Mapping Systems to Business Units (page xvi)

Selectively Capturing Users During Log In (page xvi)

Configuring Details for Upload of Health Check Collection Results (page xvi)
Viewing and Reattempting Failed Uploads (page xvii)

Managing Oracle Health Check Collection Purges (page xvii)

Bulk Mapping Systems to Business Units

Oracle Health Check Collections Manager provides an XML bulk upload option so
that you can quickly map many systems to business units.

Related Topics:

Bulk Mapping Systems to Business Units (page 2-35)

Selectively Capturing Users During Log In

By default, Oracle Health Check Collections Manager captures details of the users who
log in using LDAP authentication and assigns Oracle Health Check Collections
Manager role to the users.

Related Topics:
Selectively Capturing Users During Logon (page 2-34)
Configuring Details for Upload of Health Check Collection Results

Configure Oracle ORAchk and Oracle EXAchk to automatically upload health check
collection results to the Oracle Health Check Collections Manager database.



Related Topics:

Uploading Collections Automatically (page 2-38)
Viewing and Reattempting Failed Uploads

Use the new option - checkf ai | edupl oads to find failed uploads.

Related Topics:
Viewing and Reattempting Failed Uploads (page 2-40)

Managing Oracle Health Check Collection Purges

Oracle Health Check Collections Manager now by default purges collections that are
older than three months.

Related Topics:

Adjusting or Disabling Old Collections Purging (page 2-37)

Tracking Changes to File Attributes

Use the Oracle ORAchk and Oracle EXAchk option —f i | eat t r to track changes to
file attributes.

If run with the —f i | eat t r option, then Oracle ORAchk and Oracle EXAchk search all
files within Oracle Grid Infrastructure and Oracle Database homes by default. Also,
specify the list of directories, subdirectories, and files to monitor, and then compare
snapshots for changes.

Related Topics:

Tracking File Attribute Changes (page A-10)
Tracking File Attribute Changes and Comparing Snapshots (page 2-29)

Find Health Checks that Require Privileged Users to Run

Use the new privileged user filter to identify health checks that require a privileged
user to run.

Related Topics:

Finding Which Checks Require Privileged Users (page 2-45)

Support for Broader Range of Oracle Products

Health check support has been broadened to include Linux operating system health
checks (Oracle ORAchk only), External ZFS Storage Appliance health checks (Oracle
EXAchk on Exalogic only), and Oracle Enterprise Manager Cloud Control 13.1.

Related Topics:

Viewing Clusterwide Linux Operating System Health Check (VMPScan)
(page 2-47)
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Easier to Run Oracle EXAchk on Oracle Exadata Storage Servers

Run Oracle EXAchk from Oracle Exadata storage servers without SSH connectivity
from the database server to the storage server.

Related Topics:

Locking and Unlocking Storage Server Cells (page 2-48)

New Health Checks for Oracle ORAchk and Oracle EXAchk

New health checks have been included for:

Oracle Exadata

Oracle SuperCluster

Oracle Exalogic

Oracle ZFS Storage

Oracle Enterprise Linux

Oracle Solaris Cluster

Oracle Database and Oracle Grid Infrastructure

Oracle Enterprise Manager Cloud Control Oracle Management Service (OMS) and
Repository

Refer to My Oracle Support note 1268927.2, "ORAchk - Health Checks for the Oracle
Stack", and click the tab Health Check Catalog to download and view the list of health
checks.

Related Topics:

https:/ /support.oracle.com/rs?type=doc&id=1268927.2

New Features for Cluster Health Monitor 12.2.0.1.1

Two new parameters are added to the ocl unon dunpnodevi ew command:

ocl unmon dunmpnodevi ew —format csv : This option provides CSV format
output mode for dumpnodeview.

ocl umon dunpnodevi ew —pr ocag : This option provides output of node view
processes aggregated by category.

Related Topics:

OCLUMON Command Reference (page B-1)

New Features for Oracle Trace File Analyzer 12.2.0.1.1

Oracle Trace File Analyzer includes the following new features in release 12.2.0.1.1:

XViii

Oracle Trace File Analyzer runs an automatic purge every 60 minutes to delete
logs that are older than 30 days.
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Manage Automatic Diagnostic Repository (ADR) log and trace files by using the
managel ogs command.

Oracle Trace File Analyzer now automatically monitors disk usage and records
snapshots.

Oracle Trace File Analyzer now provides event-driven Support Service Request
Data Collection (SRDC) collections.

Oracle Trace File Analyzer integrates Incident Packaging Service (IPS), and can
now run IPS to show incidents, problems, and packages. IPS packages can also be
included in diagnostic collection with the option to manipulate them before
packaging.

Oracle Trace File Analyzer Built on Java Runtime Environment (JRE) 1.8.

Oracle Trace File Analyzer was built on Java Runtime Environment (JRE) 1.8 for
this release. It uses the latest Java features. Bash shell is no longer required for
Oracle Trace File Analyzer. Because Oracle Trace File Analyzer runs on Java
instead of as a shell script, it is now supported on Microsoft Windows platforms.

If you plan to use Oracle Trace File Analyzer, then JRE is now a requirement. JRE
ships with Oracle Database and Oracle Grid Infrastructure. JRE is also included in
the Oracle Trace File Analyzer Database Support Tools Bundle from My Oracle
Support document 1513912.2.

https:/ /support.oracle.com/rs?type=doc&id=1513912.2

Related Topics:

Running On-Demand Event-Driven SRDC Collections (page 4-24)

tfactl diagcollect (page F-17)

Supported Platforms and Product Versions (page 4-6)

Oracle Grid Infrastructure Trace File Analyzer Installation (page 4-7)
Purging Oracle Trace File Analyzer Logs Automatically (page 4-34)
Managing Automatic Diagnostic Repository Log and Trace Files (page 4-33)
Managing Disk Usage Snapshots (page 4-34)

New Features for Hang Manager

Hang Manager includes the following new features:

Sensitivity Setting

Adjust the threshold period that Hang Manager waits to confirm if a session is
hung by setting the sensi ti vi ty parameter.

Number of Trace Files Setting

Adjust the number of trace files that can be generated within the trace file sets by
setting the base_fi | e_set _count parameter.

Size of Trace File Setting

Adjust the size (in bytes) of trace files by setting the base_file_size_limt
parameter.
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Related Topics:

Optional Configuration for Hang Manager (page 7-3)

New Features for Memory Guard

Alert Notifications When Memory Pressure is Detected

Memory Guard now sends alert notifications if Memory Guard finds any server at
risk. Find those notifications in the audit logs.

Related Topics:

Use of Memory Guard in Oracle Real Application Clusters (Oracle RAC)
Deployment (page 6-3)

New Features for Oracle Database Quality of Service Management 12¢c
Release 2 (12.2.0.1)

XX

New gosmnser ver to Replace OC4J J2EE Container

In earlier releases, Oracle Database Quality of Service Management Server was
deployed in an OC4J J2EE container. OC4J J2EE is not supported on the latest
versions of Java, and had a greater resource footprint than needed by Oracle
Database Quality of Service Management. A profiled version of Tomcat, known as
the qosnser ver , replaces the OC4] J2EE container.

Full Support for Administrator-Managed and Multitenant Oracle RAC Databases

In Oracle Database 12c¢ release 1 (12.1), Oracle Database Quality of Service
Management supported administrator-managed Oracle RAC and Oracle RAC
One Node databases in its Measure-Only and Monitor modes. In this release, you
can use Oracle Database Quality of Service Management support in Management
mode for administrator-managed Oracle RAC databases and Multitenant Oracle
RAC Databases. However, Oracle Database Quality of Service Management
cannot expand or shrink the number of instances by changing the server pool size
for administrator-managed databases because administrator-managed databases
do not run in server pools. Oracle Enterprise Manager Cloud Control supports
this new feature in the Oracle Database Quality of Service Management pages.
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Introduction to Oracle Autonomous Health
Framework

Oracle Autonomous Health Framework is a collection of components that analyzes the
diagnostic data collected, and proactively identifies issues before they affect the health
of your clusters or your Oracle Real Application Clusters (Oracle RAC) databases.

Most of the Oracle Autonomous Health Framework components are already available
in Oracle Database 12c release 1 (12.1). In Oracle Database 12¢ release 2 (12.2), the
output of several components is consolidated in the Grid Infrastructure Management
Repository (GIMR) and analyzed in real time to detect problematic patterns on the
production clusters.

Oracle Autonomous Health Framework Problem and Solution Space
(page 1-1)
Oracle Autonomous Health Framework assists with monitoring,
diagnosing, and preventing availability and performance issues.

Components of Oracle Autonomous Health Framework (page 1-4)
This section describes the diagnostic components that are part of Oracle
Autonomous Health Framework.

1.1 Oracle Autonomous Health Framework Problem and Solution Space

Oracle Autonomous Health Framework assists with monitoring, diagnosing, and
preventing availability and performance issues.

System administrators can use most of the components in Oracle Autonomous Health
Framework interactively during installation, patching, and upgrading. Database
administrators can use Oracle Autonomous Health Framework to diagnose
operational runtime issues and mitigate the impact of these issues.

Availability Issues (page 1-1)
Availability issues are runtime issues that threaten the availability of
software stack.

Performance Issues (page 1-3)
Performance issues are runtime issues that threaten the performance of
the system.

1.1.1 Availability Issues
Availability issues are runtime issues that threaten the availability of software stack.

Availability issues can result from either software issues (Oracle Database, Oracle Grid
Infrastructure, operating system) or the underlying hardware resources (CPU,
Memory, Network, Storage).
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The components within Oracle Autonomous Health Framework address the following
availability issues:

Examples of Server Availability Issues

Server availability issues can cause a server to be evicted from the cluster and shut
down all the database instances that are running on the server.

Examples of such issues are:

Issue: Memory stress caused by a server running out of free physical memory,
results in the operating system Swapper process to run for extended periods of
time moving memory to disk. Swapping prevents time-critical cluster processes
from running and eventually causing the node to be evicted.

Solution: Memory Guard detects the memory stress in advance and causes work
to be drained to free up memory.

Issue: Network congestion on the private interconnect can cause time-critical
internode or storage I/O to have excessive latency or dropped packets. This type
of failure typically builds up and can be detected early, and corrected or relieved.

Solution: If a change in the server configuration causes this issue, then Cluster
Verification Utility (CVU) detects it if the issue persists for more than an hour.
However, Oracle Cluster Health Advisor detects the issue within minutes and
presents corrective actions.

Issue: Network failures on the private interconnect caused by a pulled cable or
failed network interface card (NIC) can immediately result in evicted nodes.

Solution: Although these types of network failures cannot be detected early, the
cause can be narrowed down by using Cluster Health Monitor and Oracle Trace
File Analyzer to pinpoint the time of the failure and the network interfaces
involved.

Examples of Database Availability Issues

Database availability issues can cause an Oracle database or one of the instances of the
database to become unresponsive and thus unavailable to users.

Examples of such issues are:

Issue: Runaway queries or hangs can deny critical database resources such as
locks, latches, or CPU to other sessions. Denial of critical database resources
results in database or an instance of a database being non-responsive to
applications.

Solution: Hang Manager detects and automatically resolves these types of hangs.
Also, Oracle Cluster Health Advisor detects, identifies, and notifies the database
administrator of such hangs and provides an appropriate corrective action.

Issue: Denial-of-service (DoS) attacks, vulnerabilities, or simply software bugs can
cause a database or a database instance to be unresponsive.

Solution: Proactive recommendations of known issues and their resolutions
provided by Oracle ORAchk can prevent such occurrences. If these issues are not
prevented, then automatic collection of logs by Oracle Trace File Analyzer, in
addition to data collected by Cluster Health Monitor, can speed up the correction
of these issues.
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Issue: Configuration changes can cause database outages that are difficult to
troubleshoot. For example, incorrect permissions on the or acl e. bi n file can
prevent session processes from being created.

Solution: Use Cluster Verification Utility and Oracle ORAchk to speed up
identification and correction of these types of issues. You can generate a diff
report using Oracle ORAchk to see a baseline comparison of two reports and a list
of differences. You can also view configuration reports created by Cluster
Verification Utility to verify whether your system meets the criteria for an Oracle
installation.

1.1.2 Performance Issues

Performance issues are runtime issues that threaten the performance of the system.

Performance issues can result from either software issues (bugs, configuration
problems, data contention, and so on) or client issues (demand, query types,
connection management, and so on).

Server and database performance issues are intertwined and difficult to separate. It is
easier to categorize them by their origin: database server or client.

Examples of Database Server Performance Issues

Issue: Deviations from best practices in configuration can cause database server
performance issues.

Solution: Oracle ORAchk detects configuration issues when Oracle ORAchk runs
periodically and notifies the database administrator of the appropriate corrective
settings.

Issue: Bottlenecked resources or poorly constructed SQL statements can cause
database server performance issues.

Solution: Oracle Database Quality of Service (QoS) Management flags these issues
and generates notifications when the issues put Service Level Agreements (SLAs)
at risk. Oracle Cluster Health Advisor detects when the issues exceed normal
operating conditions and notifies the database administrator with corrective
actions.

Issue: A session can cause other sessions to slow down waiting for the blocking
session to release its resource or complete its work.

Solution: Hang Manager detects these chains of sessions and automatically kills
the root holder session to relieve the bottleneck.

Issue: Unresolved known issues or unpatched bugs can cause database server
performance issues.

Solution: These issues can be detected through the automatic Oracle ORAchk
reports and flagged with associated patches or workarounds. Oracle ORAchk is
regularly enhanced to include new critical issues, either in existing products or in
new product areas.

Examples of Performance Issues Caused by Database Client

Issue: When a server is hosting more database instances than its resources and
client load can manage, performance suffers because of waits for CPU, I/0O, or
memory.

Introduction to Oracle Autonomous Health Framework 1-3



Components of Oracle Autonomous Health Framework

Solution: Oracle ORAchk and Oracle Database QoS Management detect when
these issues are the result of misconfiguration such as oversubscribing of CPUs,
memory, or background processes. Oracle ORAchk and Oracle Database QoS
Management notify you with corrective actions.

* Issue: Misconfigured parameters such as SGA and PGA allocation, number of
sessions or processes, CPU counts, and so on, can cause database performance
degradation.

Solution: Oracle ORAchk and Oracle Cluster Health Advisor detect the settings
and consequences respectively and notify you automatically with recommended
corrective actions.

e Issue: A surge in client connections can exceed the server or database capacity,
causing timeout errors and other performance problems.

Solution: Oracle Database QoS Management and Oracle Cluster Health Advisor
automatically detect the performance degradation. Also, Oracle Database QoS
Management and Oracle Cluster Health Advisor notify you with corrective
actions to relieve the bottleneck and restore performance.

1.2 Components of Oracle Autonomous Health Framework

This section describes the diagnostic components that are part of Oracle Autonomous
Health Framework.

Introduction to Oracle ORAchk and Oracle EXAchk (page 1-5)
Oracle ORAchk and Oracle EXAchk provide a lightweight and non-
intrusive health check framework for the Oracle stack of software and
hardware components.

Introduction to Cluster Health Monitor (page 1-5)
Cluster Health Monitor is a component of Oracle Grid Infrastructure,
which continuously monitors and stores Oracle Clusterware and
operating system resources metrics.

Introduction to Oracle Trace File Analyzer Collector (page 1-6)
Oracle Trace File Analyzer Collector is a utility for targeted diagnostic
collection that simplifies diagnostic data collection for Oracle
Clusterware, Oracle Grid Infrastructure, and Oracle Real Application
Clusters (Oracle RAC) systems, in addition to single instance, non-
clustered databases.

Introduction to Oracle Cluster Health Advisor (page 1-6)
Oracle Cluster Health Advisor continuously monitors cluster nodes and
Oracle RAC databases for performance and availability issue precursors
to provide early warning of problems before they become critical.

Introduction to Memory Guard (page 1-7)
Memory Guard is an Oracle Real Application Clusters (Oracle RAC)
environment feature to monitor the cluster nodes to prevent node stress
caused by the lack of memory.

Introduction to Hang Manager (page 1-8)
Hang Manager is an Oracle Real Application Clusters (Oracle RAC)
environment feature that autonomously resolves hangs and keeps the
resources available.
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Introduction to Oracle Database Quality of Service (QoS) Management
(page 1-8)
Oracle Database Quality of Service (QoS) Management manages the
resources that are shared across applications.

1.2.1 Introduction to Oracle ORAchk and Oracle EXAchk

Oracle ORAchk and Oracle EXAchk provide a lightweight and non-intrusive health
check framework for the Oracle stack of software and hardware components.

Oracle ORAchk and Oracle EXAchk:

Automates risk identification and proactive notification before your business is
impacted

Runs health checks based on critical and reoccurring problems

Presents high-level reports about your system health risks and vulnerabilities to
known issues

Enables you to drill-down specific problems and understand their resolutions
Enables you to schedule recurring health checks at regular intervals
Sends email notifications and diff reports while running in daemon mode

Integrates the findings into Oracle Health Check Collections Manager and other
tools of your choice

Runs in your environment with no need to send anything to Oracle

You have access to Oracle ORAchk and Oracle EXAchk as a value add-on to your
existing support contract. There is no additional fee or license required to run Oracle
ORAchk and Oracle EXAchk.

Use Oracle EXAchk for Oracle Engineered Systems except for Oracle Database
Appliance. For all other systems, use Oracle ORAchk.

Run health checks for Oracle products using the command-line options.

Related Topics:

Analyzing Risks and Complying with Best Practices (page 2-1)
Oracle ORAchk and Oracle EXAchk Command-Line Options (page A-1)

1.2.2 Introduction to Cluster Health Monitor

Cluster Health Monitor is a component of Oracle Grid Infrastructure, which
continuously monitors and stores Oracle Clusterware and operating system resources
metrics.

Enabled by default, Cluster Health Monitor:

Assists node eviction analysis
Logs all process data locally
Enables you to define pinned processes

Listens to CSS and GIPC events
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* Categorizes processes by type
* Supports plug-in collectors such as traceroute, netstat, ping, and so on

* Provides CSV output for ease of analysis

Cluster Health Monitor serves as a data feed for other Oracle Autonomous Health
Framework components such as Oracle Cluster Health Advisor and Oracle Database
Quality of Service Management.

Related Topics:

Collecting Operating System Resources Metrics (page 3-1)

1.2.3 Introduction to Oracle Trace File Analyzer Collector

Oracle Trace File Analyzer Collector is a utility for targeted diagnostic collection that
simplifies diagnostic data collection for Oracle Clusterware, Oracle Grid
Infrastructure, and Oracle Real Application Clusters (Oracle RAC) systems, in
addition to single instance, non-clustered databases.

Enabled by default, Oracle Trace File Analyzer:

¢ Provides comprehensive first failure diagnostics collection
e Efficiently collects, packages, and transfers diagnostic data to Oracle Support

* Reduces round trips between customers and Oracle

Oracle Trace File Analyzer Collector and Oracle Trace File Analyzer reduce the time
required to obtain the correct diagnostic data, which eventually saves your business
money.

Related Topics:

Collecting Diagnostic Data and Triaging, Diagnosing, and Resolving Issues
(page 4-1)
1.2.4 Introduction to Oracle Cluster Health Advisor

Oracle Cluster Health Advisor continuously monitors cluster nodes and Oracle RAC
databases for performance and availability issue precursors to provide early warning
of problems before they become critical.

Oracle Cluster Health Advisor is integrated into Oracle Enterprise Manager Cloud
Control (EMCC) Incident Manager.

Oracle Cluster Health Advisor does the following:
e Detects node and database performance problems
¢ Provides early-warning alerts and corrective action

® Supports on-site calibration to improve sensitivity

In Oracle Database 12c release 2 (12.2.0.1), Oracle Cluster Health Advisor supports the
monitoring of two critical subsystems of Oracle Real Application Clusters (Oracle
RACQ): the database instance and the host system. Oracle Cluster Health Advisor
determines and tracks the health status of the monitored system. It periodically
samples a wide variety of key measurements from the monitored system.
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Over a hundred database and cluster node problems have been modeled, and the
specific operating system and Oracle Database metrics that indicate the development
or existence of these problems have been identified. This information is used to
construct a trained, calibrated model that is based on a normal operational period of
the target system.

Oracle Cluster Health Advisor runs an analysis multiple times a minute. Oracle
Cluster Health Advisor estimates an expected value of an observed input based on the
default model. Oracle Cluster Health Advisor then performs anomaly detection for
each input based on the difference between observed and expected values. If sufficient
inputs associated with a specific problem are abnormal, then Oracle Cluster Health
Adpvisor raises a warning and generates an immediate targeted diagnosis and
corrective action.

Oracle Cluster Health Advisor models are conservative to prevent false warning
notifications. However, the default configuration may not be sensitive enough for
critical production systems. Therefore, Oracle Cluster Health Advisor provides an
onsite model calibration capability to use actual production workload data to form the
basis of its default setting and increase the accuracy and sensitivity of node and
database models.

Oracle Cluster Health Advisor stores the analysis results, along with diagnosis
information, corrective action, and metric evidence for later triage, in the Grid
Infrastructure Management Repository (GIMR). Oracle Cluster Health Advisor also
sends warning messages to Enterprise Manager Cloud Control using the Oracle
Clusterware event notification protocol.

You can also use Oracle Cluster Health Advisor to diagnose and triage past problems.
You specify the past dates through Oracle Enterprise Manager Cloud Control (EMCC)
Incident Manager or through the command-line interface CHACTL. Manage the
capability of Oracle Cluster Health Advisor to review past problems by configuring
the retention setting for Oracle Cluster Health Advisor's tablespace in the Grid
Infrastructure Management Repository (GIMR). The default retention period is 72
hours.

Related Topics:
Proactively Detecting and Diagnosing Performance Issues for Oracle RAC

(page 5-1)

1.2.5 Introduction to Memory Guard

Memory Guard is an Oracle Real Application Clusters (Oracle RAC) environment
feature to monitor the cluster nodes to prevent node stress caused by the lack of
memory.

Enabled by default, Memory Guard:

* Analyzes over-committed memory conditions once in every minute

® Issues alert if any server is at risk

¢ Protects applications by automatically closing the server to new connections
® Stops all CRS-managed services transactionally on the server

¢ Re-opens server to connections once the memory pressure has subsided

Enterprise database servers can use all available memory due to too many open
sessions or runaway workloads. Running out of memory can result in failed
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transactions or, in extreme cases, a restart of the node and the loss of availability of
resources for your applications.

Memory Guard autonomously collects metrics on memory of every node from Cluster
Health Monitor to determine if the nodes have insufficient memory. If the memory is
insufficient, then Memory Guard prevents new database sessions from being created
allowing the existing workload to complete and free their memory. New sessions are
started automatically when the memory stress is relieved.

Related Topics:

Resolving Memory Stress (page 6-1)

1.2.6 Introduction to Hang Manager

Hang Manager is an Oracle Real Application Clusters (Oracle RAC) environment
feature that autonomously resolves hangs and keeps the resources available.

Enabled by default, Hang Manager:
* Reliably detects database hangs and deadlocks
* Autonomously resolves database hangs and deadlocks

e Supports Oracle Database QoS Performance Classes, Ranks, and Policies to
maintain SLAs

¢ Logs all detections and resolutions

* Provides SQL interface to configure sensitivity (Normal/High) and trace file sizes

A database hangs when a session blocks a chain of one or more sessions. The blocking
session holds a resource such as a lock or latch that prevents the blocked sessions from
progressing. The chain of sessions has a root or a final blocker session, which blocks all
the other sessions in the chain. Hang Manager resolves these issues autonomously by
detecting and resolving the hangs.

Related Topics:

Resolving Database and Database Instance Hangs (page 7-1)

1.2.7 Introduction to Oracle Database Quality of Service (QoS) Management

Oracle Database Quality of Service (QoS) Management manages the resources that are
shared across applications.

Oracle Database Quality of Service (QoS) Management:
* Requires 12.1.0.2+ Oracle Grid Infrastructure
® Delivers Key Performance Indicators cluster-wide dashboard

® Phase in with Measure, Monitor, then Management Modes

Oracle Database Quality of Service (QoS) Management adjusts the system
configuration to keep the applications running at the performance levels needed by
your business.

Many companies are consolidating and standardizing their data center computer
systems. Instead of using individual servers for each application, the companies run
multiple applications on clustered databases. In addition, migration of applications to
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the Internet has introduced the problem of managing an open workload. An open
workload is subject to demand surges that can overload a system. Over loading a
system results in a new type of application failure that cannot be fully anticipated or
planned for. To keep the applications available and performing within their target
service levels in this type of environment, you must:

* Pool resources
¢ Have management tools that detect performance bottlenecks in real time

¢ Reallocate resources to meet the change in demand

Oracle Database QoS Management responds gracefully to changes in system
configuration and demand, thus avoiding more oscillations in the performance levels
of your applications.

Oracle Database QoS Management monitors the performance of each work request on
a target system. Oracle Database QoS Management starts to track a work request from
the time a work request tries to establish a connection to the database using a database
service. The time required to complete a work request or the response time is the time
from when the request for data was initiated and when the data request is completed.
The response time is also known as the end-to-end response time, or round-trip time.
By accurately measuring the two components of response time, Oracle Database QoS
Management quickly detects bottlenecks in the system. Oracle Database QoS
Management then suggests reallocating resources to relieve a bottleneck, thus
preserving or restoring service levels.

Oracle Database QoS Management manages the resources on your system so that:

e When sufficient resources are available to meet the demand, business-level
performance requirements for your applications are met, even if the workload
changes

e When sufficient resources are not available to meet the demand, Oracle Database
QoS Management attempts to satisfy the more critical business performance
requirements at the expense of less critical performance requirements

Related Topics:

Monitoring and Managing Database Workload Performance (page 9-1)
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Analyzing Risks and Complying with Best
Practices

Use configuration audit tools Oracle ORAchk and Oracle EXAchk to assess your
Oracle Engineered Systems and non-Engineered Systems for known configuration
problems and best practices.

This chapter describes how to use Oracle ORAchk or Oracle EXAchk and contains the
following sections:

Using Oracle ORAchk and Oracle EXAchk to Automatically Check for Risks and
System Health (page 2-2)
Oracle recommends that you use the daemon process to schedule
recurring health checks at regular intervals.

Email Notification and Health Check Report Overview (page 2-3)
The following sections provide a brief overview about email
notifications and sections of the HTML report output.

Configuring Oracle ORAchk and Oracle EXAchk (page 2-6)
To configure Oracle ORAchk and Oracle EXAchk, use the procedures
explained in this section.

Using Oracle ORAchk and Oracle EXAchk to Manually Generate Health Check
Reports (page 2-11)
This section explains the procedures to manually generate health check
reports.

Managing the Oracle ORAchk and Oracle EXAchk Daemons (page 2-16)
This section explains the procedures to manage Oracle ORAchk and
Oracle EXAchk daemons.

Tracking Support Incidents (page 2-27)
The Incidents tab gives you a complete system for tracking support
incidents.

Tracking File Attribute Changes and Comparing Snapshots (page 2-29)
Use the Oracle ORAchk and Oracle EXAchk - fi | eattr option and
command flags to record and track file attribute settings, and compare
snapshots.

Collecting and Consuming Health Check Data (page 2-33)
Oracle Health Check Collections Manager for Oracle Application
Express 4.2 provides you an enterprise-wide view of your health check
collection data.

Locking and Unlocking Storage Server Cells (page 2-48)
Beginning with version 12.1.0.2.7, use Oracle EXAchk to lock and unlock
storage server cells.
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Integrating Health Check Results with Other Tools (page 2-48)
Integrate health check results from Oracle ORAchk and Oracle EXAchk
into Enterprise Manager and other third-party tools.

Troubleshooting Oracle ORAchk and Oracle EXAchk (page 2-53)
To troubleshoot and fix Oracle ORAchk and Oracle EXAchk issues,
follow the steps explained in this section.

Related Topics:

Introduction to Oracle ORAchk and Oracle EXAchk (page 1-5)

2.1 Using Oracle ORAchk and Oracle EXAchk to Automatically Check for
Risks and System Health

Oracle recommends that you use the daemon process to schedule recurring health
checks at regular intervals.

Configure the daemon to:

Schedule recurring health checks at regular interval

Send email notifications when the health check runs complete, clearly showing
any differences since the last run

Purge collection results after a pre-determined period
Check and send email notification about stale passwords
Store multiple profiles for automated health check runs

Restart automatically if the server or node where it is running restarts

Note:

While running, the daemon answers all the prompts required by subsequent
on-demand health checks.

To run on-demand health checks, do not use the daemon process started by
others. Run on-demand health checks within the same directory where you
have started the daemon.

If you change the system configuration such as adding or removing servers or nodes,
then restart the daemon.

Related Topics:

Setting and Getting Options for the Daemon (page 2-17)
Starting and Stopping the Daemon (page 2-16)
Querying the Status and Next Planned Daemon Run (page 2-26)

Configuring the Daemon for Automatic Restart (page 2-17)
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2.2 Email Notification and Health Check Report Overview

The following sections provide a brief overview about email notifications and sections
of the HTML report output.

First Email Notification (page 2-3)
After completing health check runs, the daemon emails the assessment
report as an HTML attachment to all users that you have specified in the
NOTI FI CATI ON_EMAI L list.

What does the Health Check Report Contain? (page 2-3)
Health check reports contain the health status of each system grouped
under different sections of the report.

Subsequent Email Notifications (page 2-5)
For the subsequent health check runs after the first email notification, the
daemon emails the summary of differences between the most recent
runs.

Related Topics:

Generating a Diff Report (page 2-15)

2.2.1 First Email Notification

After completing health check runs, the daemon emails the assessment report as an
HTML attachment to all users that you have specified in the NOTI FI CATI ON_EMAI L
list.

2.2.2 What does the Health Check Report Contain?

Health check reports contain the health status of each system grouped under different
sections of the report.

The HTML report output contains the following:
¢ Health score

¢ Summary of health check runs

e Table of contents

* Controls for report features

¢ Findings

¢ Recommendations

Details of the report output are different on each system. The report is dynamic, and
therefore the tools display certain sections only if applicable.

System Health Score and Summary

System Health Score and Summary report provide:
* A high-level health score based on the number of passed or failed checks
® A summary of health check run includes:

— Name, for example, Cluster Name
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Version of the operating system kernel
Path, version, name of homes, for example, CRS, DB, and EM Agent
Version of the component checked, for example, Exadata

Number of nodes checked, for example, database server, storage servers,
InfiniBand switches

Version of Oracle ORAchk and Oracle EXAchk

Name of the collection output

Date and time of collection

Duration of the check

Name of the user who ran the check, for example, r oot

How long the check is valid

Table of Contents and Report Feature

The Table of Contents section provides links to major sections in the report:

Database Server

Storage Server

InfiniBand Switch

Cluster Wide

Maximum Availability Architecture (MAA) Scorecard

Infrastructure Software and Configuration Summary

Findings needing further review

Platinum Certification

System-wide Automatic Service Request (ASR) health check

Skipped Checks

Top 10 Time Consuming Checks

The Report Feature section enables you to:

Filter checks based on their statuses

Select the regions

Expand or collapse all checks

View check IDs

Remove findings from the report

Get a printable view
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Report Findings

The Report Findings section displays the result of each health check grouped by
technology components, such as Database Server, Storage Server, InfiniBand Switch,
and Cluster Wide.

Each section shows:

e Check status (FAI L, WARNI NG, | NFO, or PASS)
¢ Type of check

®  Check message

¢ Where the check was run

¢ Link to expand details for further findings and recommendation

Click View for more information about the health check results and the
recommendations.

e  What to do to solve the problem

*  Where the recommendation applies

¢  Where the problem does not apply

¢ Links to relevant documentation or My Oracle Support notes

¢ Example of data on which the recommendation is based

Maximum Availability Architecture (MAA) Score Card

Maximum Availability Architecture (MAA) Score Card displays the recommendations
for the software installed on your system.

The details include:

¢ Outage Type

* Status of the check

¢ Description of the problem

e Components found

* Host location

*  Version of the components compared to the recommended version

® Status based on comparing the version found to the recommended version

2.2.3 Subsequent Email Notifications

For the subsequent health check runs after the first email notification, the daemon
emails the summary of differences between the most recent runs.

Specify a list of comma-delimited email addresses in the NOTI FI CATI ON_EMNAI L
option.

The email notification contains:

* System Health Score of this run compared to the previous run
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* Summary of number of checks that were run and the differences between runs
*  Most recent report result as attachment
® Previous report result as attachment

¢ Diff report as attachment

2.3 Configuring Oracle ORAchk and Oracle EXAchk

To configure Oracle ORAchk and Oracle EXAchk, use the procedures explained in this
section.

Deciding Which User Should Run Oracle ORAchk or Oracle EXAchk

(page 2-6)
Run health checks as r oot . Also, run health checks as the Oracle
Database home owner or the Oracle Grid Infrastructure home owner.

Handling of Root Passwords (page 2-7)
Handling of r oot passwords depends on whether you have installed
the Expect utility.

Configuring Email Notification System (page 2-8)
Oracle Health Check Collections Manager provides an email notification
system that users can subscribe to.

2.3.1 Deciding Which User Should Run Oracle ORAchk or Oracle EXAchk

Run health checks as r oot . Also, run health checks as the Oracle Database home
owner or the Oracle Grid Infrastructure home owner.

Most health checks do not require r oot access. However, you need r 0ot privileges to
run a subset of health checks.

To runr oot privilege checks, Oracle ORAchk uses the script r oot _or achk. sh and
Oracle EXAchk uses the script r oot _exachk. sh.

By default, the r oot _or achk. sh and r oot _exachk. sh scripts are created in the
temporary directory, that is, $HOVE used by Oracle ORAchk and Oracle EXAchk.
Change the temporary directory by setting the environment variable RAT_TMPDI R

For security reasons, create the r oot scripts outside of the standard temporary
directory in a custom directory.

To decide which user to run Oracle ORAchk and Oracle EXAchk:

1. Specify the custom directory using the RAT_ROOT_SH DI R environment variable.
export RAT_ROOT_SH DI R=/ or ahone/ or adb/

2. Specify a location for sudo remote access.
export RAT_ROOT_SH DI R=/ nyl ocati on

3. Add anentry in the/ et ¢/ sudoer s file.

oracle ALL=(root) NOPASSWD:/nyl ocation/root_orachk. sh
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Note:

Specify full paths for the entries in the / et ¢/ sudoer s file. Do not use
environment variables.

4. (recommended) Run Oracle ORAchk and Oracle EXAchk as r oot .

Use r oot user credentials to run Oracle ORAchk and Oracle EXAchk.

The Oracle ORAchk and Oracle EXAchk processes that run as r oot , perform user
lookups for the users who own the Oracle Database home and Oracle Grid
Infrastructure home. If r oot access is not required, then the Oracle ORAchk and
Oracle EXAchk processes use the Su command to run health checks as the
applicable Oracle Database home user or Oracle Grid Infrastructure home user.
Accounts with lower privileges cannot have elevated access to run health checks
that require r oot access.

Running health checks as r oot has advantages in role-separated environments or
environments with more restrictive security.

5. Run Oracle ORAchk and Oracle EXAchk as Oracle Database home owner or Oracle
Grid Infrastructure home owner:

Use Oracle Database home owner or Oracle Grid Infrastructure home owner
credentials to run Oracle ORAchk and Oracle EXAchk.

The user who runs Oracle ORAchk and Oracle EXAchk must have elevated access
as r oot to run health checks that need r oot access.

Running health checks as Oracle Database home owner or Oracle Grid
Infrastructure home owner requires multiple runs in role-separated environments.
More restrictive security requirements do not permit elevated access.

There are several other options:
e Skip the checks that require r oot access.
® Specify ther oot user ID and password when prompted.

¢ Configure sudo.

If you are using sudo, then add an entry for the temporary directory, $HOVE in
the/ et ¢/ sudoer s file that corresponds to the user who is running the health
checks.

To determine what $HOVE is set to, run the echo $HOVE command.
For example:

user ALL=(root) NOPASSWD:/root/. orachk/root_orachk. sh
user ALL=(root) NOPASSWD:/root/.exachk/root_exachk. sh

¢ Pre-configure passwordless SSH connectivity.

2.3.2 Handling of Root Passwords

Handling of r oot passwords depends on whether you have installed the Expect
utility.
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Expect automates interactive applications such as Telnet, FTP, passwd, fsck, rlogin,
tip, and so on.

To handle root passwords:

1. If you have installed the Expect utility, then specify the r oot password when you
run the health checks for the first time.

The Expect utility stores the password and uses the stored password for
subsequent sessions.

The Expect utility prompts you to check if the r oot password is same for all the
remote components such as databases, switches, and so on.

2. Specify the password only once if you have configured the same r oot password
for all the components.

If the r oot password is not the same for all the components, then the Expect utility
prompts you to validate the r oot password every time you run the health checks.

If you enter the password incorrectly or the password is changed between the time
it is entered and used, then Oracle ORAchk and Oracle EXAchk:

* Notify you
e Skip relevant checks

3. Run the health checks after resolving the issues.

If Oracle ORAchk and Oracle EXAchk skip any of the health checks, then the tools
log details about the skipped checks in the report output.

See Also:

http:/ /expect.sourceforge.net/

2.3.3 Configuring Email Notification System

Oracle Health Check Collections Manager provides an email notification system that
users can subscribe to.

The setup involves:
* Configuring the email server, port, and the frequency of email notifications.

* Registering the email address

Note:

Only the users who are assigned Admin role can manage Email Notification
Server and Job details.

To configure the email notification system:

1. Log in to Oracle Health Check Collections Manager, and then click Administration
at the upper-right corner.

2-8 Oracle Autonomous Health Framework User’s Guide


http://expect.sourceforge.net/

Configuring Oracle ORAchk and Oracle EXAchk

Figure 2-1 Oracle Health Check Collections Manager - Administration

Home Collections. Browse. Compare Uploaded Collections Report View Incidents User Defined Checks &
Bataknderval [1 | Monn ¥ |Business Unt [ Al Business Unit *| system [ Al System -

Administration Manage Data 8 Other stuft

7% Products 7%, Manage Business Unit

= Category

 Assign System to Business Unit
o v hve nccess & Busess Unk A5

ok shen 75 Manage Notifications

Under Administration, click Manage Email Server & Job Details.
Figure 2-2 Oracle Health Check Collections Manager - Configure Email Server

Administration » Configure Email Server

Manage Email Server & Job Details

Server Name | internal-mail.domainname.com |

Port Number | 25 |
Set My Email Server Settings
Click To Disable Notifications Job

Note: Click on Click To Enable/Disable Notifications Job. When the application installed first time, the job is disabled.
Please configure email server details and then enable the job. By default 4 hours frequency to get mail notifications.
To change the Frequency of the email nofifications configure with the below (Set the Frequency of Email

MNotifications).

F Set the Frequency of Email Notifications

Email Frequency |-i . | HOURS '|

Note: Click on Click To Receive Email Notifications Once Every to set the frequency of the email notifications.

a. Specify a valid Email Server Name, Port Number, and then click Set My Email
Server Settings.

b. Set Email Notification Frequency as per your needs.
See the Notification Job Run Details on the same page.

Figure 2-3 Oracle Health Check Collections Manager - Notification Job Run
status details

Hofifications Job Run Details

Run On Stafus Error Code
.EHM‘(-TG 04.00.08:397435 AR -07:00 SUCCEEDED 0
J1-HAY-14 12.00.00.699009 P -07:00 SUCCEEDED 0
03-JUN-14 04.00.02.741378 AW -07-00 SUCCEEDED 0
01-JUN-1412.00.00.640109 PH 0700 SUCCEEDED 0
J1-MAY-14 08.00.02. 523193 AW 0700 SUCCEEDED 0
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3. Go back to the Administration page, and click Manage Notifications.

Figure 2-4 Oracle Health Check Collections Manager - Manage Notifications

Administration > Manage Notifications

Register For Email Notifications
Email id _- username_@domainname‘com | ¥| Subscribe/Unsubscribe My Mail Notifications

Collection Notifications

New Collections Without

o P -
Lomparisons

Collections Regressed with Wamnings
Collections that Improved with Passes
¥ Collections Regressed with Failures
ORAchk CM Tablespace Notifications
ORAchk CM space in data base falis below 100MB
Note: Please make sure the email is valid. If ACL system is enabled,
All subscribed users will receive nofifications for the systems that they have access on their notification preferences.

caHCEI W

Use the Test email button to verify proper email delivery. If there is a problem please contact your administrator,

Test your email settings | Test

a. If you are configuring for the first time, then enter your email address.

Subsequent access to Manage Notifications page shows your email address
automatically.

b. By default, Subscribe/Unsubscribe My Mail Notifications is checked. Leave as
is.

c. Under Collection Notifications, choose the type of collections for which you
want to receive notifications.

d. Select to receive notification when the available space in ORAchk CM
Tablespace falls below 100 MB.

e. Validate the notification delivery by clicking Test under Test your email
settings.

If the configuration is correct, then you must receive an email. If you do not
receive an email, then check with your administrator.

Following is the sample notification:

From usernane@xanpl e. com

Sent: Thursday, January 28, 2016 12:21 PM
To: username@xanpl e. com

Subj ect: Test Mail From Col | ecti on Manager

Testing Col | ection Manager Emmil Notification System

f. Click Submit.
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Note:

Manage Notifications section under the Administration menu is available for
all users irrespective of the role.

If the ACL system is enabled, then the registered users receive notifications for
the systems that they have access to. If the ACL system is not configured, then
all the registered users receive all notifications.

Depending on the selections, you made under Collection Notifications section, you
receive an email with Subj ect: Col | ecti on Manager Notifi cations
containing application URL with results.

Figure 2-5 Oracle Health Check Collections Manager - Sample Email Notification

From: usemame@domainname.com [mailto:usemame@domainname.com] |
Sent: Wednesday, February 03, 2016 1:24 AM

To: usemame@domainname.com

Subject: Collection Manager Notifications

Found Diff for the following collections

BU Name System Name Previous Collection Curmrent Collection Collection DifferenceType Comments

DEFAULT cloudD0290036 orachk_cloudD029_SOLTEN_010416_060310 orachk_cloud0029_SOLTEN_010416_072847 Collections Regressed with Failures Click here for details

DEFAULT cloud00290036 orachk_cloud0029_SOLTEN_123015_074624 orachk_cloud0029_SOLTEN_010416_060310 Collections Regressed with Failures Click here for details

DEFAULT cloud00290036 orachk_cloud0029_SOLTEN_123015_062009 orachk_cloud0029_SOLTEN_123015_ 074624 Collections Regressed with Warnings Click here for details

DEFAULT cloud00290036 orachk_cloud0029_SOLTEN_010416_072847 orachk_cloud0029_SOLTEN_010416_125702 Collections Regressed with Warnings Click here for details

Under Comments column, click the Click here links for details. Click the respective
URLs, authenticate, and then view respective comparison report.

Figure 2-6 Oracle Health Check Collections Manager - Sample Diff Report

Collection Manager

Home | Collections = Browse

4 Legout 7

% @

Uploaded Collections ~ ReportView | Incidents | User Dufined Checks

o | system [ At Sysom Q| oo |

comcton Cp—r Nz ~ (T | Rt P | Swichto e

Health Checks Baseline Comparison Report

%) Cosections Detaits

Collection! Detads (Cotlection? Details
Date 02FEB.16 11.51.42.000000 AM Collection Date 02.FEB.16 11.15.20.000000 PM
Collection Name orachk_rws1270029_SOLTEN 020216 114658 Collection Hame orachk_rws12100#9_SOLTEN_020216_131239
Crs. Home uDlapp121.Mgrid - 121,020 Crs Home - Vessicn In0TUapp12.1.0/grid - 12.1.0.2.0
D 42.1.0dbhome_1 - 12.1.0.240 | Dtabase Horn sicn Iniflapploradblprodwct12 1 0idbhome_1 - 121020
Datakase Seevers rws1270029, rws 1270030, rws1270031 Database Servers rvs1270028, ws 1270030, rws1270031
Databases SOLTEN{PRIMARY) Datatases. SOLTENPRIMARY)
Tool Version 12.1.0.2.6[BE Th)_20160202 Tool Version 12.1.0.2.6BETA) 20160202
Current User oradb Curreet User oradb
Profiles. dba Profiles dba

) Checks Matched

8 EEgRg

2.4 Using Oracle ORAchk and Oracle EXAchk to Manually Generate
Health Check Reports

This section explains the procedures to manually generate health check reports.

Running Health Checks On-Demand (page 2-12)
Usually, health checks run at scheduled intervals. However, Oracle
recommends that you run health checks on-demand when needed.
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Running Health Checks in Silent Mode (page 2-14)
Run health checks automatically by scheduling them with the
Automated Daemon Mode operation.

Running On-Demand With or Without the Daemon (page 2-15)
When running on-demand, if the daemon is running all prompts, then
the daemon answers where possible including the passwords.

Generating a Diff Report (page 2-15)
The diff report attached to the previous email notification shows a
summary of differences between the most recent runs.

Sending Results by Email (page 2-15)
Optionally email the HTML report to one or more recipients using the —
sendenai | option.

2.4.1 Running Health Checks On-Demand

Usually, health checks run at scheduled intervals. However, Oracle recommends that
you run health checks on-demand when needed.

Examples of when you must run health checks on-demand:

Pre- or post-upgrades

Machine relocations from one subnet to another
Hardware failure or repair

Problem troubleshooting

In addition to go-live testing

To start on-demand health check runs, log in to the system as an appropriate user, and
then run an appropriate tool. Specify the options to direct the type of run that you
want.

$ ./orachk

$ . /exachk

Note:

To avoid problems while running the tool from terminal sessions on a
network attached workstation or laptop, consider running the tool using VNC.
If there is a network interruption, then the tool continues to process to
completion. If the tool fails to run, then re-run the tool. The tool does not
resume from the point of failure.

Output varies depending on your environment and options used:

The tool starts discovering your environment

If you have configured passwordless SSH equivalency, then the tool does not
prompt you for passwords

If you have not configured passwordless SSH for a particular component at the
required access level, then the tool prompts you for password
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¢ If the daemon is running, then the commands are sent to the daemon process that
answers all prompts, such as selecting the database and providing passwords

¢ If the daemon is not running, then the tool prompts you for required information,
such as which database you want to run against, the required passwords, and so
on

* The tool investigates the status of the discovered components

Note:

If you are prompted for passwords, then the Expect utility runs when
available. In this way, the passwords are gathered at the beginning, and the
Expect utility supplies the passwords when needed at the root password
prompts. The Expect utility being supplying the passwords enables the tool to
continue without the need for further input. If you do not use the Expect
utility, then closely monitor the run and enter the passwords interactively as
prompted.

Without the Expect utility installed, you must enter passwords many times
depending on the size of your environment. Therefore, Oracle recommends
that you use the Expect utility.

See Also:

http:/ /expect.sourceforge.net/

While running pre- or post-upgrade checks, Oracle ORAchk and Oracle EXAchk
automatically detect databases that are registered with Oracle Clusterware and
presents the list of databases to check.

Run the pre-upgrade checks during the upgrade planning phase. Oracle ORAchk
and Oracle EXAchk prompt you for the version to which you are planning to
upgrade:

$ ./orachk -u -o pre
$ ./exachk -u -o pre

After upgrading, run the post-upgrade checks:

$ ./orachk —-u -o post
$ ./exachk -u -o post

* The tool starts collecting information across all the relevant components,
including the remote nodes.

* The tool runs the health checks against the collected data and displays the results.

e After completing the health check run, the tool points to the location of the
detailed HTML report and the . zi p file that contains more output.

Related Topics:

Running On-Demand With or Without the Daemon (page 2-15)
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